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Abstract— Due to the dynamic nature of P2P systems, it is
impossible to keep an accurate history of the transactionshiat
take place while avoiding security attacks such as whitewaing
and collusion, and abuse such as freeriding. This is why it is
important to develop a mechanism that both rewards cooperate
peers and punishes misbehaving peers. Modeling P2P netwarlas
social structures can allow incentive mechanisms to be deleped
that prevent the negative behaviors mentioned. In a social
structure, peers make and receive payments for services pvaed
to and from each other. In this paper, we extend a social netwé
algorithm to include the transfer of credit between peers to
reduce the path length in queries. We also develop a seleatio
strategy that involves different aspects of peer interactins in
P2P networks and a credit transfer mechanism that helps to
discourage misbehaving peers by taking away credits that #y
have with good peers and transferring them to more cooperatie
ones. The simulation results show that our algorithm is effetive
in reducing the amount of debt between peers, meaning that ges
become more cooperative, and shortening the average pathigth
to a satisfied query, while increasing delivery ratio.

Keywords: Balance, credit, friendship, incentives, peeto-peer
(P2P), proximity, social network, trust.

I. INTRODUCTION

Social networks are one way to alleviate the problems that
are inherent in unstructured P2P networks. Social networks
are structures made of nodes that are individuals or organi-
zations. They are used to define relationships (links) betwe
individuals. The relationships depend on the charactesistf
the individuals and their interactions. The character$stf
a peer determine its behavior, which in turn determines the
quality of the relationship. P2P networks modeled as social
networks include some sort of incentive mechanism so that
peers are more inclined to be cooperative. Some measure of
contributions, such as credit, is used to quantify the ¢yali
the relationship between peers. Incentive mechanismsrdewa
good peers and punish those that misbehave by giving or
taking away credit.

In this paper, we extend an existing incentive mechanism
that is successful in isolating freeriders [13]. We inclube
transfer of credit between peers to reduce the path length in
queries. We also develop a selection strategy that involves
different aspects of peer interactions in a P2P network. The
credit transfer mechanism also helps to discourage misbeha
ing peers by taking away credits that they have with goodgeer
and transferring them to more cooperative ones. We model a

Peer-to-peer (P2P) networks are computer networks cd®2P network as a social structure where each peer behaves

sisting of ad hoc connections. These ad hoc connections agea person in a society, making judgmental decisions about
formed between individual peers and each peer is both atcli@ther members in the society.
and a server. P2P networks are primarily used for the efticien The rest of this paper is organized as follows: Section 2
widespread distribution of files known as file-sharing. Thgives some background information on some social network
ability to establish ad hoc connections between indivisuahodels and defines the model we are extending. Section 3
makes P2P networks popular. An increase in their usage lpassents our idea in detail. Section 4 describes some securi
led to more advanced forms of P2P networks used inissues and how they are solved. Section 5 describes the sim-
wider range of applications. P2P networks can be classiiedwation environment and the results, and Section 6 conslude
structured or unstructured depending on how the data isdtothe paper and discusses ideas for future work.
within the network. In this work we focus on unstructured P2P
networks. No special network structure needs to be maiediain
in unstructured P2P networks, therefore joining the netvi®r
simple. They are also resilient to node join/leave (commonl There has been much research in P2P networks using a
referred to as turnover). Protocols such as BitTorrent [4pcial structure to improve cooperation by providing good
Gnutella [7], and eDonkey [1] are just some examples of theseentives. The idea of modeling a computer network as a
file-sharing systems. To find desired files, queries are fldodgociety of peers is introduced to solve one of the principle
or forwarded randomly or intelligently in unstructured P2Problems of ad hoc networks; due to the lack of authority or
networks. This type of network is also vulnerable to attaclkgructure, peers may behave selfishly. This is why criteréa a
by malicious peers since the free nature of the network maketroduced to score peers. All related works that are maatio
it difficult to enforce security. in this paper are similar in that they use history informatio

A peer in a P2P network that consumes many resouras¥ some manner of credit between peers. Improving coop-
but provides few is referred to as a freeloader, leecher, @mation is also an important issue in other areas of computer
freerider. It was found that the algorithms used in the oagi networks, such as in power-aware systems found in Mobile
implementation of BitTorrent were not able to effectivelyAd Hoc Networks, or MANETS.
reduce the amount of freeriding in the system unless it hadin [9], Nandi et al. implemented a transitive trade system
few seeds [8]. As shown in [2], more than 70% of thavhere credit is transferred throughout the entire path of a
population in the Gnutella network consume the resourcestadnsaction. In their schemes, peers’ interactions areritesl
the network without contributing in return. Another type oby a relationship where peers have credit and confidence val-
malicious behavior is to willfully cheat other peers. Cliegt ues with those with which they have interacted. A Distriloute
in this sense, involves disrupting network traffic or knogljn Hash Table (DHT) is used to find paths to a data source. Their
providing corrupt or harmful files. Whitewashing is a ternprotocol uses the Pastry [11] routing constraint to find sode
used to describe the action that a peer performs when itdeavéth keys that most closely match the requested data key.
the system (discarding its ID) and rejoins the network aterla In [13], Wang et al. use a social network to model a P2P
time (with a new ID). This behavior is used by peers to “washsystem. They model a P2P network using a directed graph,
away their previous bad actions. where the nodes are peers and the edges are connections

Il. RELATED WORK



between peers. They define a friendship between two peers Bk Tik P
which is represented by the directed edges in the graph. Each
edge has a credit and a payment weight assigned to it, where "is a friend of*

the credit from_one n.Ode to another is th? payment from t}&% 1. Representation of balance and trust between peeasp2p social
other node to itself, i.e.(;; = P;; wherei and j are two network. The absolute balance between two nodes is the santmth
nodes in the graph with an edge connecting them. Each nglfections, i.e..B;i = —By;.

assigns each direct (1-hop) neighbor a credit and payment,

and these neighbors are called friends. This informatia@uab [

the data transferred between peers is then used to describe
the strength of the friendship. Then, a balance of frienulghi @ ! . 2 Q Q_@
used in a decision function to determine routing paths. This Y

has t_he dr_aWbaCk_ of no_t allOW_ing peers to choose a path b_aﬁféd 2. The proximity ofk to d, the destination, frony’s perspective is
on direct interaction with their neighbors or on the locatiowritten as P, and is equal to the number of hops framto d, if the total
of the data they seek. This paper lacks an important decisftnber of hops in one path frojto d throughk is n then Py = n — 1.
criterion: location. Disregarding the location of the destion

peer implies that all paths have the same cost regardless of . ) ) )
their lengths, which also prohibits the selection of thetbe@uting by allowing paths that were once inaccessible (bsea
possible server. of debt) to be taken.

In [5], Feldman et al. develop a model in which users
decide whether to contribute to a system based on the number I1l.  NCENTIVE MODEL
of other contributors in thg system. l.f there are FO.O few The unstructured P2P network is modeled as a directed
contributors, then the deciding peer will be less willing tg

participate because of the increased load on itself. Th‘eafosgraph where each vertex, or node, represents a peer n the
e X . network. The edges of the graph represent the relationship
contributing, to a peer, is the inverse of the total peragmta

of contributors in the system. This research differs in th%etween two peers, which may also be referred to as a

. . . riendship. There are exactly three arcs from one node to
different properties of the network are taken into account | . . .
. o another friend node, whose weights are described below. A
routing decisions.

In [15], Zhang et al. define a scheme in which each nodeh§®’ that initiates a .search, or query, 1S reffarred. to as t_he
. . ] : source. The peer which stores the data that is being queried
associated with two parameters: money and reputationsPeer L )
. . . 1S called the destination. 1-hop neighbors of a peer aredall
exchange money for service and increase their reputatl(%ﬂgnds
while doing so. There is a central authority that settleputiss '

between peers when one believes it overpaid or did not rece#'vig:ofsr?oariesrev?r:]ael Cgﬂiﬁ::ttfu?rzn?%; r:l]te svs:]eigﬂon of
enough service. The central authority is a set of randomi query. y ' ' P Y

chosen nodes in the network. Similar to other schemes, th )? shown in Figures 1 and 2.

classify peers into three different types: honest, selfisiy 1) balance -Bjy, the difference between the total amount
malicious. of service provided by a nodg to a nodek and the
In [3], Buttyan et al. introduce virtual currency, called total amount of service provided to nodeby node
nuglets, into a mobile ad hoc network to stimulate coop- k- This amount is cumulative from the first interaction
eration among nodes that are self-interested. They describ ~ between the two nodes and is used in server selection
two distinct models and a hybrid model. In one model, the  and decision to serve.
node sending the packet pays for the service while in the2) trust - Ty, the quantitative measurement of the in-
second model the node receiving the packet is charged. The teraction between the nodgsand k. The longer the
hybrid model is a combination of the first two models where  relationship, the higher the trust. This means that a
the packet is paid for partially by the sending node, and the long-term friend will have a better chance of serving
remainder of the fee for forwarding is paid by the receiving ~ @nd, likewise, of being served. Trust is used in server
node. Simulation results show that the performance of these Selection and decision to serve.
models is worse than the standard method due to increased) Proximity - P, the relative distance of a friend node
packet size and higher likelihood of packet-dropping. k from the destination nodé from current nodei’s
Another paper focusing on improving cooperation in mobile ~ Perspective. Proximity is measured in terms of the
ad hoc networks is [16]. Zhong et al. design a cheat-proof, number of hops from the friend node to the destination

credit-based system called Sprite to improve cooperation |  @nd is used only in server selection.
MANETS. In this mechanism, a central service is used to These properties are used by each node in selecting a path
manage payments to serving nodes. to the destination so that the following occur: 1) the networ

Similar to the aforementioned papers, we have a credit symndwidth is utilized efficiently by routing through pathat
tem that is used to keep track of the interaction betweerspeeare closest to the source, and 2) by using balance and trust
We introduce two new elements: the transfer of credit betwebetween direct neighbors, peers will initially choose thierfd
peers and the proximity of a peer’s neighbors to the datfaat owes it the most, relative to the debt of the other direct
source in a query. Transferring credit will promote proxymi neighbors.



We make the following assumptions in our work: First, peeiS. Server Selection

in the network are dynamic, joining and leaving as they @eas The path discovery phase may result in some or many paths
For ease of programming, when a peer exits the netwasking found, or none at all. After possibly multiple pathséa

it is replaced by another peer with the same characteristiggen discovered, the source decides which path to take based
i.e., strategy and minimum and maximum number of friendgy, the relationship it has with the friends through whichhsat
Second, the content of the data being stored and transfergggk;. Sourcej computes a valu€);, for each friendk in L

in the network is not the issue in this paper. Therefore, it i§,q chooses the peer with the highést. value to request
possible for a node to send incorrect data to a requesting, Nogkryice: '

whether it is due to maliciousness or corrupt data.

1
Tjk Pj

B
Qjr = ik w1 + w2 +

A. Interaction Between Peers s f o
. . . . Bj; Ty
The direct interaction between two peers is captured from ; ! ; ! ; Pj;
two aspects: balance and trust. The balance of the interact\iNhere 4w 4+ _ 1 and f is the total number of
depicts the give-receive relationship between two ngdasd | . w1 T W =L .
. . friends with paths. The weight assigned to each term may
k, where the amount;;, given and the amourn®;, received

. in boidy depending on what is more important in a particular
can be measured in actual data amounts transferred in bytés . ~ : )
. . é}éahcatlon. If, for example, you want to heavily punish
or packets. The balance also reflects which peer contrlbur riders. themo: should be hiaher. If vou want to give
more. The trust value between two peers shows the amoUAt ' L gner. 1y 9

of interaction between them up to that point in time. In Oth({nore importance to the amount of interaction between fignd

words, although two peers may have only known each oth nw, should be hlg_her. I__astly, if you want to give more
Importance to the relative distance to the data you are iapki

a relat_lvely short period of time, they may have a high tru%(t)r thenws should be higher. We experiment with different
value if they have exchanged large amounts of data within

that time. As in real-life situations in which people are morvalues for the yvelghts in our simulations to see how system
performance differs.

willing to trust their helpful friends, peers in a P2P networ The idea of choosing the next hop based on its proximity
should also be more willing to trust peers with which the{/ TR : :
0 the destination is similar to a mechanism used in [12],

ey o "= T4 whre nodes compute newrste values o et g

' based on iterative forwarding to choose the least cost path,
terms of energy consumption, to the destination. The cost in
P2P networks refers to the delay in finding the query.

Bjx = Gjx — R,

Tjk = Gjr + Rjk D. Decision Function
When a request for service is received by a peer, it decides
Whether to provide service in the form of supplying the data
or forwarding the request according to the output of a denisi
function. The balance and trust of the friendship are used to
calculate the value of the decision function.
B. Path Discovery The output of the decision functiorf,;, is a probability
deciding whether nodg should supply service to node the
~Searching is done by flooding the network with a patfequesting node. The properties of this decision functien a
discovery message. However, similar to [13], we use an_ o probability lies within [0,1].

iterative deepening approach in which the combination of | o "hropability is a decreasing function of the bal-
depth-first and breadth-first search is used to minimize owdw anceftrust ratio (Figure 3), indicating repayment of ser-

bandwidth cons_umption._ In order to govern the e>_(tent of  Vices by others because if the ratio is low (balaateust)
network bgndW|dt.h that is gonsumed in the pqth discovery ihe probability of supplying service will be high.

phase, a time-to-live (TTL), in number of hqps, is set by the The decision function is as follows:

source node and the request is sent to all of its friends. é ea

hop, the TTL is reduced by one. If the friends do not have the Fyj = 1 (1 _ Smf%)

data, they forward the path discovery message to theirdsien 2 2 Tk

until the TTL parameter is zero or the data is found. Each This decision function was proved to be effective in reduc-
time the data is not found, which is detected by a timeout, tiveg collusion in [13]. We propose a transfer-of-credit mach
source node increases the TTL, if it is less than a specifietdm to achieve improved network balance and delivery satio
limit, by one and the query is sent again to all of its friend®alancing the network means that we want the friendship
Again, the message is forwarded until the TTL is reached balance of all peers to be close to the mean friendship
the data is found. All of the peers which are the next hop intmlance of the network so that there are few peers who owe
path to the data source are put in a separatellisf friends significantly more to others. Simulation results show thnat t
which is used in the server selection phase. network is more balanced using the credit transfer mechanis

whereGj;, (give) is the total amount of service provided py
to k£ and R;;, (receive) is the total amount of service provide
to j by k.
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Balance/Trust to the destination! and the weight is the hop count, so the proximity values

of j and! from 4's perspective aré’; and P;, respectively. In this example,
Fig. 3. In the figure, as the balance/trust ratio between teergk and G;; = 0 and R;; = 10, so B;; = —10 andG;; = 10 and R;; = 5, so

j increases@ — 1) the probability of peerk serving peerj decreases Bii = 5 to illustrate the effect that the credit transfer has on theting
(Di; — 0) and vice-versa decision. If credit transfer is not use@);; = 0.47. But, if credit transfer is
kg ’ ’ usedQ;; = 0.79, soj will be chosen by: to provide this service.

E. Credit Transfer friend between itself and the serving peer. From this peer,
In this work, we propose to allow direct transfer of credﬁhe debt_ is removed and transferre_zd to the serving peer. Then

from one peer to another. This transfer of credit aids #7€ S€rving peer acknowledges this transfer and increases t

balancing relationships between peers. It also helps teemdfduesters credit by the same amount. In this way, the régjues

transactions possible between two peers that have direct in NCT€ases the balance from it to the server and is provided th

mation about each other but one is indebted to the other atfd V'€

helps peers choose the best path with the criteria mentioned

earlier. Credit can only be transferred from a 1-hop peer B Establishing and Breaking Connections

another 1—hop_peer. The three peers involved in the creditl) New Connections: After a successful transaction, the

transf_er are frlends,_ SO eac_h know_s about the_ other. Tlﬂger that initiated the query (requester) may ask the per th

following is a scenario in which credit transfer will allow ap,q\iqeq the data (server) to become its friend if its friend

peer to serve another, which would not occur if credit is Nk js not full. There are two factors that are considered in

transferred. this case: the number of current friends of the server and the

. The three peers in the credit transfer are alreaqiy friends.pﬁgtance between the two peers. The following functioncihi
simple example of how the credit transfer works is shown i8 similar to the one in [13], describes the decisiOf.,, to

Figure 4. Peei owes peerj an amount 10, s®B;; = —10. orm a new connection:

Peerk owes peer an amount 10, s®;;, = —By; = 10, and

[ owesi an amount 5, s@;; = —Bj; = 5. Peerk and peer Crew = min |1 — Neur + % (Heur — 1),1
j are even, sdBj, = By; = 0. Through the path discovery Nimax Himaz

stage peer finds that peerj can provide it with the best where N,,,. is the current number of friendsy,,,. is the
path. Without credit transfer, the request valuesjodnd ! total number of friends allowedH..,. is the number of hops
are @Q;; = 0.47 and Q;; = 0.53. With these values would that were taken to get to that peéi,,.. is the maximum
normally choose to querly even though the path throughs number of hops allowed in a search, anid a random number,
closer. So peei can use the amount owed to it iyto utilize r € [0,1]. This probability function is used after a successful
peerj's services. Peef zeros the balance that owes it by transaction, meaning that the data was transferred from the
adding the difference betwee®;, and R;;, to R;. (to zero server back to the requester, hop by hop. If the distance in
the balance) and also adding that amoungtg (to increase hops is further, the probability to make this new friendsisip
the balance), so that no®;; = 0.79 which will result in higher, and vice versa. If the server has a smaller number of
choosing peerj. All three peers benefit from the transfeér. friends then the probability is also higher, and vice veTdee
is able to use the best pathjs paid what it is owed and an random value- is included because sometimes the server has
additional amount ifB;; was higher tharB;;, andk does not few empty slots available in its friend list, so the probapil
owe i anymore and it has also gained some trust witfihis of choosing the requester is mostly influenced by the distanc
method of transferring credit retains the history inforimat between them.
between the peers so that in future routing decisions the zer There is also a mechanism for creating a new connection
balance does not have a great impact. Using this method, sdtween two peers that are strangers but have friends in com-
three peers have to acknowledge the credit transfer. mon. In our mechanism, the peer that is asked for friendship
The credit transfer mechanism is used by the requestiagks its friends if they know the stranger peer and weighs the
peer when the server denies its service based on the decisesponses based on their relationships. The peer being aske
function. The requesting peer looks through its list ofride also weighs its decision using the ratio of its current numbe
and finds ones that are indebted to it. It then selects a comnuirfriends to the maximum number of friends. The function



to determine whethej will accept the new peer as a friend the credit for the transfer. Transferring debt betweenamyie

is denoted as5;;: of peers requires that each peer trust the others. The pnoble
f here is that if peerg and k are not already friends, then
g _1— Newr y }Z (% o Bki) will have a hard time verifying peef.
7 Nz~ 2 T; T The assumption here is that when the network is first

k=
. 0, i .. formed, the majority of the peers are honest peers. We do not
where f is the total number of friends of. This function is discuss key distribution, therefore man-in-the-middiecits
used when a new peer enters the network and has no frier}g% possible

It randomly chooses a peer in its vicinity to request fridnids
Peeryj, the one being asked for friendship, calculatesSits
value about the requesting stranger peelPeer; takes into A. Case 1 - All Informed

consideration its current number of friends as well as their In this case, all three peers know each other. That is, peer
opinions (if any) about. The product of the two ratios is has prior balance, trust, and proximity information fonpoeis
halved so that new connections are less likely to be accepteshsactions with or through and k& each. Likewise, peers
from stranger peers with common friends. It may be mognd k have the same prior information about each other. In
advantageous to form friendships with peers that your @isenthis scenario, all three peers have prior information alioet
do not already know so that the data shared by the circle gthers and therefore have proof of their existence. The only
friends is less likely to be redundant. challenge now is to verify the amount that is being transfirr

2) Old Connections: There are times when there is little offrom i to .
no interaction between two peers that are friends. Sincespee One method of doing this is to have a digital signature tri-
have a limit on the maximum number of friends they can haggle. Since peeris the one with complete information fias
at any time, there must be a way to break ties with curreabsolute knowledge about the amount being transferree sinc
friends. A simple solution to this is to decay the give anfe is the one transferring), he is responsible for initiatizhe
receive amounts by a predetermined valuéThe connection credit transfer authentication process.
between two peers will be severed if the balarigg,, between  The message exchange sequence is shown in Figure 5. Peer

nodes;j andk exceeds a threshold. When the balance is highﬁgenerates message which contains the IDs of each peer
than the threshold, it means that the amount giv&f,, is and the amount being transferred:

much greater than the amount receivétl;,. The give and

receive amounts are updated as follows periodically froer pe m = [ID;,ID;,IDy,TA]
J: wherelD;, ID;, andI D, are the identifiers of peeisj, and
Rjr = Rj — A k, respectively and’A is the amount being transferred. The
' first ID is of the initiator, the second of the credit provider
Grj = Grj — A and the third of the credit recipient. No additional infottina

for every friend in j's friend list that does not serve. EacHS Needed about the recipient or giver of credit. Pednen
friend & also updates its information about peer encrypts the message using the RSA encryption algorithm
The balance and trust amounts can be directly related @8d Signs it using the SHA-512 hash. The hash function cho-

the amount of data that is exchanged. Therefore, the give aifd: NOwever, is implementation-dependent. Thereforhan
receive amounts are incremented hyThe give and receive N@sh function may be used to reduce complexity. Peends

amounts are updated as follows: m first to pgerk who thgn asks peer to \_/erify_ the amount.
After receiving peerj’s signature of confirmationt sends a
Gik=Gjr+7 signed copy back to bothandj, so now all three peers have
signed and agreed to the transfer. Then, as a final check, peer
Ryj = Ryj + 7 1 confirms peerj’s signature and the credit transfer can take

for every friendk in js friend list that servedr represents Place. If peerk’s verification of the amount of credit being
the amount of data or service provided by each friend. Agaifiansferred from to itself fails, then it sends a message back
both friends update their information about each other so &s¢ notifying him of the failure and the reason (if provided
to keep an accurate record of their transactions. by j) and denial of service for that instance.

IV. SECURITY MODEL B. Case 2 - Partially Informed

We discussed how the credit transfer among friends worksln order for cooperation to exist among peers in a P2P
in the previous section. In this section, we discuss how timetwork, there must be trust. As is, there is trust based
information about the peers involved in the credit trans$er on amounts transferred between peers. This works well for
kept secure. Currently, the exchange of credit among feenakcording the behavior of your friends with yourself, butath
in the P2P social network is strictly blind. Assume that ¢heiif credit needs to be transferred between non-friend p&éis.
are three peers involved in a credit transfer: peefs andk. case is not as trivial as the first. Not all of the peers invdlive
Peeri is the one that needs the credit so that it may obtain tht@s scenario know each other - they do not all have frienmshi
service from peek, and peer; is the one which will provide with one another. In this case, peeis a friend of both peers



TABLE |

! k ] TABLE OF PARAMETERS
m

> m Parameter Value Parameter Value
> Population Size 100 Run time (rounds) 1000

GE) <M Max No. Friends 10 Ratio Cooperative Peers 1/3
= <" LU Ratio Defective Peerg 1/3 Ratio Decisive Peers 1/3
m o Learning Probability [ 0.05 Turnover Rate 0.01

m - Initial G, 30 Initial R, 30

- A (payment decrease) 2 T (payment increase) 40

Max Hops 5 Cut-off Threshold 10

Fig. 5. Credit transfer message passing sequence

A. Smulation Framework
, ) ) o ) As in [6], our simulation consists of rounds. Each round
j andk but peerk is not a friend of peey (Figure 6). Again, s 5 |ogical time unit in which every peer plays two roles.
i wants service fromk, but as it is pee cannot providel  there are two games: client and server. Every peer decides
any service. _what role they want to play in the beginning of each round.

Here, a distributed authentication mechanism is used; SiMiter the choice is made, some will play as clients and some
lar to [10], to authenticate unknown peers. First, pesends & vy play as servers. The peers which are clients may choose
digitally signed message fowith ;’s public key so thak can  \yhether to query, and the peers which are servers may choose
authenticate peei. Then, peek sends a challenge message @ hether to serve. The credit scores are updated accordirgly
k that contains the amount that will be transferred. Re#1en  go\ing and non-serving servers each time a query is made.
asks his friendsi(m, n) to send a message joto verify itS 1 gecision by a server to choose is based on its strategy.
identity as well. The messages sent/y friends are nonces tnqre are three types of strategies:
encrypted withjs public key.;j returns the nonces in a signed
response message. The challenge response messagejfsir is
proof of possession of the public key. All &fs friends send
their verification messages koand if all of the messages agree
thenk trusts peey. If one of the messages does not agree, then ,
eitherj or some of peet’s friends are malicious. Peérthen A\ the end of each round each peer will choose to take one
checks if peey is malicious by sending it all of the verification©f the following actions:
messages and asking him to prove that it signed the message$) Learn - Each peer rates his own strategy. Every time
If j is able to prove that all of the messages were signefdsy a peer makes a query it updates its strategy's score.
friends then one of pedrs friends is malicious. This leads When a query is successful it increases the score and
to announce that a Byzantine fault has occurred. Each group When the query fails it decreases the score. At the end
member will send the Byzantine agreement message to others. ©Of each round, if it chooses to learn, every peer ranks its
At end of this phase, the honest peers will be able to identify ~ Strategy among its friends and chooses a new strategy

« Cooperative - A peer which always chooses to serve.

« Defective - A peer which always chooses not to serve.

« Decisive - A peer which uses the decision function
described in this paper.

the malicious peer. If the authentication process went,well ~ With a probability proportional to the difference between
peerk continues with the credit transfer. Peleralso adds; its strategy’s score and the average of its friends. This
to a list foaf (friend-of-a-friend). This list can be used in the probability will be low if the peer’s strategy is ranked
future by k if, for example, a query can not be satisfied by ~ relatively high, so it will more likely keep its current
one of its own friends. strategy.
2) Exit - If a peer chooses to exit the network, a new peer
V. SIMULATION SETUP AND EXPERIMENTAL RESULTS with the same ID and strategy will enter the network to

replace it. The rest of the parameters of the peer, such as
friends, strangers, and all other values are re-initidlize
Remain - A peer may choose to remain in the network
and continue with its current strategy. Nothing happens
in this case; all parameters for this peer remain the same.
4) Mutate - A peer may randomly choose to mutate to
another strategy. All of the peer’s parameters remain the

In this section we present the simulation settings and
demonstrate that our algorithm is successful in accomiplish 3)
our goals of reducing path length and debt between peers.
First we describe the simulation framework. Then we show
the initial system settings and the simulation results.

‘ same with the exception of its strategy.
‘ c B. Settings
G Table | shows the default simulation settings. The network
consists of 100 peers. The simulation consists of 1000 und
’ ° each of which is a logical time unit. The maximum number of

friends that a peer can have is 10. Initially, the population
Fig. 6. Unknown third party credit transfer scenario. Sdiiges indicate the network is equally divided into three categories of peer
friendships. cooperative, defective, decisive. These categories ddfiae
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Fig. 7. Simulation results

strategy of the peer, which changes throughout the sinomlati  Figure 7(c) shows the average number of hops to the data
as described in [13]. The probability to learn and chang®urce node in the query. Clearly, the number of hops to the
strategy is set to 0.05. The turnover rate, or rate at whielmgpedata source is reduced by using credit transfer and the hop
exit the system and are replaced by new peers, is initially ssmunt metric. Our algorithm works exceptionally well at low
to 0.01. TheGive and Receive amounts are initially set to 30. turnover rates because it uses history information.

These are always the initial values for new friendships. The L
payment for serving another peerg {s 2. The decay amount Power-law Distribution

(7) is set to 10. The maximum number of hops that a query|n order to show a more realistic simulation, we ran the
can travel is set to 5. The cut-off threshold for friends whgame algorithm on a network with a power-law distribution.

have accumulated too much debt is 10. The peer population stabilized to 100 at round 150. Then we
ran the simulation for another 1000 rounds, as in the ran-
C. Results domly distributed simulation. We compare the results fa th

The weights for thebalance, trust, and prozimity were algorithm with credit transfer with two types of distriboitis:
varied to find the optimal values. Several different valuageg random and power-law.

good results, but the best weights ate; = % wy = % Figure 7(d) contains the results for the average balance in
andws = % The following results were obtained using thesthe network with different population sizes. The graph shiow
values. that the average balance between friends did not decrease

Figure 7(a) shows the average balance in the network fswuch as the turnover rate increased. This may be due to the
different turnover rates with all other values set to dafdul fact that because of the power-law distribution, more nodes
shows that our algorithm does have an average balance clawer connected indirectly through the highly-connectedee
to 0. This means that throughout the experiment the avera§je a turnover rate of0.1%, the average balance is higher
debt of the peers in the network is lower. As the turnover rate the random network, whereas at higher turnover rates the
increases the average balance for our algorithm is about #werage balance is lower. The reason that the average balanc
same as the algorithm without credit transfer. The reason for the power-law network did not decrease much is because
this is that when more peers leave and new ones come into the balance between the highly-connected peers and thatse th
network theGive and Receive amounts are initialized and thejoined the network at later times kept increasing until the
balance is 0, which leaves little room for balancing the debonnection was severed by the highly-connected peer. As a
between friends using credit transfer. result, the average balance does decrease slightly witlehig

Figure 7(b) shows the average query satisfaction rate éor thurnover rates because the duration of a friendship is also
two different algorithms. As the figure shows, the satiséact decreased. A lower duration of friendship because of tugnov
rate using our algorithm is higher at all turnover rates. rEvaneans that the connection will not have to be severed due to
at a 50% turnover rate, which is realistic in a real P2Rck of cooperation.
system, our algorithm with credit transfer and friend proity Figure 7(e) shows the average query success ratio of the
consideration has a query satisfaction rate of close to 50%algorithm with credit transfer. The success ratio is always



higher at any turnover rate with a random distribution ofrpee
friendships. This is closely related to the reasons givan fo[l]
the average balance. Highly-connected peers in the pamer-I [2]
network have many friendships that accumulate debt. As %H
result, they are less willing to help those friends until the[
connection is severed. The success ratio is further irddbit
by the high turnover rate, not giving friendships enoughetim [4]
to strengthen and become useful. 5

Figure 7(f) shows how the average number of hops to a
data item differs between random and power-law distrilmstio 6]
The average hop count in the power-law graph decreases
slightly as the turnover rate increases. This is due to thg]
indirect connectivity of the network resulting from the paw 8l
law distribution. There are some highly-connected nodas thg
serve their friends to decrease hop count.

Although the query success ratio is lower for the power—IaW’]
network, the existence of highly-connected peers reduees {1
average hop count and the hop count is maintained at a similar
level with different turnover rates. The average balanedss
affected by the different distribution. The type of peeratth ;]
are the friends of the highly-connected peers greatly tffec
the balance. Defective peers will cause the balance toasere

: o ; ; ) 13
while decisive or cooperative peers will cause it to decrehs 3
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increases the success ratio of queries and reduces the query

path length.
We also specified a method of securing credit transfer.

Using our message passing sequence, the information about

a credit transfer can be authenticated and verified. We also
acknowledge the case where one of the peers in the credit
transfer is a stranger, which means it is more difficult to
establish trust.

In the future, we plan to expand our algorithm to include
security measures against man-in-the-middle (MITM) &ttac
We will discuss key distribution and how groups of peers can
be used in the authentication process.



